


Discriminant Function Analysis

O What is Discriminant function analysis

O It builds a predictive model for group
membership

O The model is composed of a discriminant
function based on linear combinations of




Discriminant Function Analysis

O Purpose of Discriminant analysis
O to maximally separate the groups.

O to determine the most parsimonious way to
separate groups




Discriminant Function Analysis

O Summary: we are interested in the relationship
between a group of independent variables and one
categorical variable. We would like to know how
many dimensions we would need to express this
relationship. Using this relationship, we can
predict a classification based on the independent
variables or assess how well the independent
variables separate the categories in the
classification.



Discriminant Function Analysis

O It is similar to regression analysis

O A discriminant score can be calculated based on the
weighted combination of the independent variables

(o] Di =a + b1X1 + b2X2 +...+ ann

O D, is predicted score (discriminant score)




Discriminant Function Analysis

O Grouping variables

O Categorical variables

O Can have more than two values
O The codes for the grouping variables must be




Discriminant Function Analysis

O Discriminant function

O A latent variable of a linear combination of
independent variables

O One discriminant function for 2-group discriminant
analysis

O For higher order discriminant analysis, the number of
discriminant function is equal to g-1 (g is the number
of categories of dependent/grouping variable).

O The first function maximizes the difference between
the values of the dependent variable.

O The second function maximizes the difference
between the values of the dependent variable while
controlling the first function.

O And so on.



Discriminant Function Analysis

O The first function will be the most powerful
differentiating dimension.

O The second and later functions may also represent
additional significant dimensions of differentiation.




Discriminant Function Analysis

O Assumptions (from SPSS 19.0 help)

O Cases should be independent.

O Predictor variables should have a multivariate normal
distribution, and within-group variance-covariance
matrices should be equal across groups.

O Group membership is assumed to be mutually
exclusive

O The procedure is most effective when group
membership is a truly categorical variable; if group
membership is based on values of a continuous
variable (for example, high IQ versus low IQ),
consider using linear regression to take advantage of
the richer information that is offered by the
continuous variable itself.



Discriminant Function Analysis

O Assumptions(similar to those for linear regression)

O Linearity, normality, multilinearity, equal
variances

O Predictor variables should have a multivariate
normal distribution.
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Discriminant Function Analysis

O Test of significance

O For two groups, the null hypothesis is that the
means of the two groups on the discriminant
function-the centroids, are equal.

O Centroids are the mean discriminant score for
each group.

O Wilk's lambda is used to test for significant
differences between groups.

O Wilk's lambda is between 0 and 1. It tells us the
variance of dependent variable that is not
explained by the discriminant function.



Discriminant Function Analysis

O Wilk's lambda is also used to test for significant
differences between the groups on the individual
predictor variables.

O It tells which variables contribute a significant amount of
prediction to help separate the groups.
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Discriminant Function Analysis

O Two groups using an example from SPSS manual

O Example: the purpose of this example is to identify
characteristics that are indicative of people who are
likely to default on loans, and use those characteristics
to identify good and bad credit risks.

O Sample includes a total of 850 cases (old and
new/future customers) The first 700 cases are
customers who were previously given loans.

O Use first 700 customers to create a discriminant analysis
model, setting the remaining 150 customers aside to
validate the analysis.

O Then use the model to classify the 150 prospective
customers as good or bad credit risks.



Discriminant Function Analysis

O Grouping variable: Default

O Predictors: employ, address, debtinc, and
creaddebt
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Discriminant Function Analysis

O Click Classify to get this window

E Discriminant Analysis: Classification . -

~Prior Probabilities —lJse Covariance Matrix
@ All groups equal @ Within-groups
(Z) Compute from group sizes (C) Separate-groups

—Display ~FPlots
Casewise results Combined-groups

[l Limit cases to first Separate-groups

[& Summary table Territorial map

[liLeave-one-out classificatior:

Replace missing values with mean

Copte) el it




Discriminant Function Analysis

O Click Save to get this window

E Discriminant Analysis: Save_

[ Predicted group membership

[ Discriminant scores

| [ iProbabilities of group membership

Export model information to XML file

i) ot it
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Discriminant Function Analysis

O SPSS output: ANOVA table

Tests of Equality of Group Means

Wilks'
Lambda F df

employ Years with current 420 B0.7549
employer

address Years at current 873 18.402
address

debtine Debtto income 848 | 124889
ratio (:100)

creddebt Credit card debt 840 44 477
inthousands




Discriminant Function Analysis

O SPSS Output (correlation matrix)

Pooled Within-Groups Matrices

employ Years
with current
employer

address
Years at
current
address

debtinc Debt
toincome
ratio (x1000

creddett
Credit card

debtin
thousands

Caorrelation

employ Years with current
employer

address Years at current
address

debtine Debt to income
ratio G000

creddeht Credit card debt
inthousands

1.000

2492

024

408

2492

1.000

.0a3

260

0849

083

1.000

455

409

260

4485

1.000




Discriminant Function Analysis

SPSS output: test of homogeneity of

Box's Test of Equality of Covariance Matrices

Log Determinants

default Previousl Log
defaulted ¥ Rank Determinant

O Mo 4

11.156
12.270
11.970

The ranks and natural logarithms of determinants
printed are those ofthe group covariance matrices.

1 ¥es 4

Fooled within-groups 4

Test Results

364.962

Approx
clf1

df2

Sin.

36.182

10
952413774
.aoo

Tests null hypothesis of equal
population covariance matrices.




Discriminant Function Analysis

O SPSS output: test of homogeneity o

) R - Y - - ‘"

Box's Test of Equality of Covariance Matrices

Log Determinants

default Previousl Log
defaulted ¥ Rank Determinant

o ro 4 11.156
1es 4 12.270

Fooled within-groups 4 11.8970

The ranks and natural logarithms of determinants
printed are those ofthe group cavariance matrices.

Test Results

364,962
Appra, 36.182
df1 10
or2 52413774
Sig. pululn]

Tests null hypothesis of equal
population covariance matrices.



Discriminant Function Analysis

O SPSS output: test of homogeneity of
covariance matrices

Summary of Canonical Discriminant Functions

1. The larger the eigenvalue, the more

Eigenvalues

Cananical
Function | Eigenvalue | % ofVariance | Cumulative % Correlation

1 3954 100.0 100.0 432

a. First 1 canonical discriminant functions were used in the analysis.

Wilks" Lamhda

Wilks' _ _
Testof Function(s) Lambda Chi-sguare df Sig.

1 A 231524




Discriminant Function Analysis

O SPSS output: summary of canonical discriminant
functions

Summary of Canonical Discriminant Functions

Eigenvalues
g /—\

Cananical
Function | Eigenvalue | % ofVariance | Cumulative % Correlation

1 3954 100.0 100.0 432

<

a. First 1 canonical discriminant functions were used in the analysis.

Wilks® Lamhbda
Wilks' _ _
Testof Function(s) Lambda Chi-sguare df Sig.

1 A 231524




Discriminant Function Analysis

O SPSS output: summary of canonical discriminant
functions

Standardized Canonical Discriminant
Function Coefficients

The standardized discriminant function

Function

1

employ Years with clrrent
gmployer

address Years at current
address

debtine Dehtto income
ratio {100

creddebt Credit card debt
inthousands




Discriminant Function Analysis

O SPSS output: summary of canonical discriminant
functions

Structure Matrix

Function

1

debtine Debtto incame
ratio (x100)

employ Years with current
employer

creddebt Credit card debt
inthousands

address Years at current
address

Fooled within-groups carrelations
hetween discriminating variahles and
standardized cananical discriminant
functions

Yariables ordered by absolute size of
correlation within function.




Discriminant Function Analysis

O SPSS output: summary of canonical discriminant
functions

\ 1. Discriminant function is a latent
Structure Matrix

Function

1

debtinc Debtta incame
ratio (x100)

employ Years with current
ermployer

creddeht Credit card delt
inthousands

address Years at current
address

Pooled within-groups correlations
hetween discriminating variables and
standardized canonical discriminant
functions

Yariahles ordered by absolute size of
correlation within function.



Discriminant Function Analysis

O SPSS output: summary of canonical
discriminant functions

Canonical Discriminant Function
Coefficients

Function

1

employ Years with current =120
employer

address Years at current =037
address

dehting Dehtto income 078

ratio {100)

creddeht Credit card debt A2
in thousands

(Caonstant) 058
—

Lnstandardized cnefﬁcieﬁts




Discriminant Function Analysis

O Discriminant function: our model should be
like this:

D, = 0.058 - 0.12emplo - 0.037addres +
0.075debin + 0.312 credebt




Discriminant Function Analysis

O SPSS output: summary of canonical
discriminant functions

Functions at Group Cemroids

Function

default Freviousy
defaulted 1

oo -.3r2

1 es 1.054

Lnstandardized canonical
discrirminant functions evaluated
at droup means



Discriminant Function Analysis

O The centroids are calculated based on the function:
D, = 0.058 - 0.12emplo - 0.037addres +
0.075debin + 0.312 credebt

O Centroids are discriminant score for each group
when the variable means (rather than individual




Discriminant Function Analysis

O SPSS Output: Classification Statistics

Classification Processing Summany

Fracessed Tao

Excluded  Missing or out-of-range 1]
group codes

At least ane missing 1]
discriminating variable

Lsed in Output 70

Prior Probabilities for Groups

Cases Lsed in Analysis
Weighted
517.000
183.000
700.000

default Previousl
defaulted 4 Frior Lirweinhted

0o 17
1 %es 183
Total oo




Discriminant Function Analysis

O SPSS Output: Classification Statistics

Classification Function Coefficients

default Prewiolsly ==-

0 Mo 1%es

employ Years with current BT 096
emplayer

address Years at current 1483 00
address

dehbtine Deht to income 2TT 384
ratio (o100)

creddebt Credit card deht -B43 - 197
inthousands

(Constant) -3.446 -3.850

Fisher's linear discriminant functions




Discriminant Function Analysis

O SPSS Output: Classification Statisﬁics

Classification Results® =

Predicted Group Membership

default Previously 0 Mo 1ves Total
Qriginal Count 0 Mo 391 126 a1y
1%es /&2\ 141 183
% 0 Ma @ 24 4 100.0
1%es 23.0 @ 100.0
Cross-walidated?  Count 0 Mo 39 126 517
1%es 43 140 183
% 0 Mo Ta.6 244 100.0
1%es 2345 TE.5 100.0

a. Cross validation is done anly for those cases inthe analysis. In cross validation, each
case s classified by the functions derived from all cases other than that case.

b, ¥E.0% of ariginal grouped cases correctly classified.

C.78.9% of cross-validated grouped cases correctly classified.



Discriminant Function Analysis

- E—

q

Canonical Discriminant Function 1

Previously defaulted @

Mean = 1.05

Canoniclil Discriminant Function 1

Previliously defaulte@

Mean = -0.37
Std. Dev. = 0.989
=517

.
| 4




Discriminant Function Analysis

O Run DA

¥ Discriminant Analysis: Classification

Prior Probabilities ~Use Covariance Matrix

All groups equal @ﬂithin—grnup&

;gumpute from group sizesé %] Separate-groups

Display ~Plots
Casewise results Combined-groups
[l Limit cases to first Separate-groups

Summary table Territorial map

Leave-one-out classification

Replace missing values with mean

(cortnue ) {_cancel e |




Discriminant Function Analysis

Classification Resultst =

Fredicted Group Membership
default Previously
defaulted 0 Mo 1%es Total

Criginal 0 Mo 4a7 an al7
1 Yes 100 a3 183

Lngrouped cases 129 21 140

0 Mo ( 947 A8 100.0
1¥es 546 (45.4 ) 100.0

Lngrouped cases g6.0 14.0 100.0

Cross-validated?  Count  0MO 487 30 a7
1 Yes 101 a2 183

% 0 Mo 842 5.8 100.0

1Yes 55.2 44.8 100.0

a. Crossvalidation is done anly for those cases in the analvsis. In cross validation, each
case is classified by the functions derived from all cases other than that case.

b, 81.4% of original grouped cases correctly classified.

c.81.3% of cross-validated grouped cases carrectly classified.
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Discriminant Function Analysis

O The table from previous slide shows how
accurately the customers were classified
into these groups.

O Sensitivity: highly sensitive test means that
there are few false negative results (Type II
error)

O Specificity: highly specific test means that
there few false positive results (Type I
error).



Discriminant Function Analysis

O Discriminant methods

O Enter all independent variables into the
equation at once

O Stepwise: remove independent variables that
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Discriminant Function Analysis

O Discriminant Function Analysis (more than two
Groups)

O Example from SPSS mannual.

O A telecommunications provider has
segmented its customer base by service
usage patterns, categorizing the customers
into four groups. If demographic data can
be used to predict group membership, you
can customize offers for individual
prospective customers.



Discriminant Function Analysis

O Variables in the analysis

O Dependent variable custcat (four
categories)

O Independent variables: demographics




Discriminant Function Analysis

Grouping Variable:

-» |custcatﬁ 4)

Define Range...
&5 tolifree =
&b equip Independents:
&~ callcard & age

&b wireless &, marital

&% longmon &7 address
&7 tollmon ©) Enter independents together

& eauipmon @i Use stepwise method; N

&P cardmon 0 0
Selection Variable:
&% wiremon

A lonaten




Discriminant Function Analysis

O Click Method

Discriminant Analysis: Stepwise Method

—Method rCriteria
' @ Use Fvalue

© Unexplained variance Entry: Remuoval:

© Mahalanobis distance
©) Smallest F ratio © Use probability of F
©) Rao's V Entry: (.05 Removal:

YW-to-enter: |0

—Display

[ Summary of steps [] F for pairwise distances

(Contnue )[_Cancel |_te |
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Discriminant Function Analysis

O Method

O Wilks' lambda. A variable selection method for
stepwise discriminant analysis that chooses variables
for entry into the equation on the basis of how much
they lower Wilks' lambda. At each step, the variable
that minimizes the overall Wilks' lambda is entered.

O Unexplained variance. At each step, the variable that
minimizes the sum of the unexplained variation
between groups is entered.

O Mahalanobis distance. A measure of how much a
case's values on the independent variables differ
from the average of all cases. A large Mahalanobis
distance identifies a case as having extreme values
on one or more of the independent variables.
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Discriminant Function Analysis

O Method

O Smallest F ratio. A method of variable
selection in stepwise analysis based on
maximizing an F ratio computed from the
Mahalanobis distance between groups.

ORao's V. A measure of the differences
between group means. Also called the
Lawley-Hotelling trace. At each step, the
variable that maximizes the increase in
Rao's V is entered. After selecting this
option, enter the minimum value a
variable must have to enter the analysis.



Discriminant Function Analysis

O Use F value. A variable is entered into the model if its F
value is greater than the Entry value and is removed if
the F value is less than the Removal value. Entry must
be greater than Removal, and both values must be
positive. To enter more variables into the model, lower
the Entry value. To remove more variables from the
model, increase the Removal value.

O Use probability of F. A variable is entered into the model
if the significance level of its F value is less than the
Entry value and is removed if the significance level is
greater than the Removal value. Entry must be less than
Removal, and both values must be positive. To enter
more variables into the model, increase the Entry value.
To remove more variables from the model, lower the
Removal value.



Discriminant Function Analysis

O SPSS output

O The stepwise method starts with a model
that doesn't include any of the predictors
(step 0).




Discriminant Function Analysis

Tests of Equality of Group Means

Wilks'
Lambda dfl

age Age invears Bra

marital Marital status 8an

address Years at current ATh
address

income Household 830 .
incorme inthousands

ed Level of education 844 .
employ Years with current 851 .

employer
retire Retired 891
nender Gender 499

reside Mumber of people 433
in househaold




Discriminant Function Analysis

O SPSS output: variables in the analysis

Variahles in the Analysis

Talerance | Fio Remove

ed Level of education 1.000 h1.454

ed Level of education H43 59.108

employ Years with current 453 14,833
employer

ed Level of education Ha1 G0.046

employ Years with current H34 15.824
ermployer

reside Mumber of people arg 4841
in househald




Discriminant Function Analysis

O SPSS output: variables in the analysis

Variahles in the Analysis

Talerance | Fio Remove

ed Level of education 1.000 h1.454

ed Level of education H43 59.108

employ Years with current 453 14,833
employer

ed Level of education Ha1 G0.046

employ Years with current H34 15.824
ermployer

reside Mumber of people arg 4841
in househaold




Discriminant Function Analysis

O SPSS output: Summary of Canonical Discriminant
Functions

Figernvalues Wilks' Lambda

Cananical Wilks

Function | Eigenvalue | % ofVariance | Cumulative % | Correlation Testof Functonts) Lamhda Chi-square
AL 80.2 80.2 407

1thraugh 3 96 227,345
4a3 10.4 90.6 214

2through 3 953 47.406

0o 4 100.0 k)

3 999 429

a. First 3 canonical discriminant functions were used in the analysis.




Discriminant Function Analysis

Structure Matrix

Function

1 2

3

employer

incorne in thousands®

address?

gender Gender? .oog 54"

reside Mumber of people 232 RIS
in household

matrital Marital status2 132 134

800

ed Level of education T8 -.040 =244
employ ¥ears with current -182 a4 -.183

age Age inyears? -162 A98° -.285

income Household 1049 A4 -.140

address Years at current =141 a94° =214

retire Retired? -.108 2300 =137

.009

=

HE8

=

Pooled within-groups correlations hetween discriminating

variables and standardized canonical discriminant functions

Wariables ordered by absolute size of correlation within
function.

*. Largest absolute correlation hetween each variable
and any discriminant function

a. This variable not used in the analysis.




Discriminant Function Analysis

O Three discriminant functions

Canonical Discriminant Function Coefficients

Function

2

ed Level of education

ermploy Years with current
ermployer

reside Mumber of people
in househald

(Constant)

Lnstandardized coefficients




Canonical Discriminant Functions

Customer
category

(O Basic service
() E-service

Plus service
(O Total service
M Group Centroid

o~
c
S
R
o
c
=
[T 8

T
00

Function 1




Discriminant Function Analysis

O SPSS output: classification table

Classification Results®

custcat Customer
cateqory

Predicted Group Membership

1 Basic
senice

2 E-semvice

3 Plus semvice

4 Total
SEMvice

Qriginal

Count

1 Basic service
2 E-semice
3 Plus service

4 Total senice

125
49
102
40

11
14
14
16

61
58

1 Basic senice
2 E-senice
3 Plus semvice

4 Total senice

(47.0 )
226
36.3

16.9

4.1

5.0
6.9

4. 39.8% of original grouped cases correctly classified.
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Discriminant Function Analysis

O We have created a discriminant model that
classifies customers into one of four predefined
"service usage" groups, based on demographic
information from each customer. Using the
structure matrix, we identified which variables are
most useful for segmenting the customer base.
Lastly, the classification results show that the
model does poorly at classifying E-service
customers. If identifying E-service customers is not
the concern, the model may be accurate enough
for this purpose.



Discriminant Function Analysis




